


Managing and troubleshooting ES memory

-> ES runs oneJVM & needs some heap memory.
Heap Memory = RAM/2

↳ Performance Issue happens because of
(a) Configurati NoI

(ii) Oversharding
(b) Volume ofdata : High read/writesa searches

OVERSHARDING :

& Shard size should be 50GB -

Equal :-
shards Seem (nodes max-heap) *20

X:-SIGB RAM & 2Modes

man heap : RAM/2 -> UGB

sum (nodesmax-heap) -> 44Bx2modes = 8GB

max-shards :&*20shad a



Get /_cluster/allocation

GET /_cluster/health/?filter_path=status, *_shards

- Once done
,
check cluster allocal using"- Cattallocam"

↓
or "-cluster /health".

↓

↑ If any value except primary, replica>o
means missing configex: unasigned shards 0

↓
Thiswillmake Hustle RED

-> Then
,we need to check"- cat)shards". If any unsigned

shards are present , we need to chick why using
"cluster/allocal/explain" .

-> To manually fix ,
use "POST /-cluster) reroute".

= CIRCUIT BREAKERS :
-
-n

-maxing heap allocal oncluster causes "Cirmit Breaking
excepts"- "elastic search-log" .
- To investigate ,

check

① -call nodes" -

We need to check for
(a High Bucket Aggregations



(b) non-optimized mappings
( Batch 4 asyme queries

② Check "JVM Memory Pressure" using"-modes/stats"
-

JVM Presume =

used in-beis


